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Abstract

Boundary value problem for fourth order difference equation
Atu(t -~ 2) = f(t,u(t), A%uft — 1))
u(0) =0, u(N) =0,
u(=1)+u{l)=0, u(N - +u(N+1)=0
is investigated and a theorem for the existence of solutions. for the above problem is

obtained.
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1. Introduction

Several authors [1 - 4, 8, 12, 16 ] have investigated fourth-order boundary value
problems of ordinary differential equations. Under some assumptions of the boundedness
or growth conditions for f; they obtained the existence of solutions. The boundary value
problems of functional differential equations have been investigated by [5, 6,10, 11, 13-
15] for its applications in Physics and control theory. The monotone iterative methods
have been used a lot for the existence of extremal solutions of BVP of ordinary differential
equations. In this article, we shall develop the method to study the fourth order boundary-
value problems for functional difference equation with the form

Aful(t —2) = f(tult), A%t — 1), t e I;
u{0) =0, u(N) = 0;
u(—1) +u(l) =0, u(N — 1) +u(N +1) =0. (1.1)

Instcad of growth restriction [4, 16] or strong monotonicity [12] on f, we shall
show a theorem for existence of solutions between a lower solution and upper solution p

under weak monotonicity assumption on f.

AssumethatX isaBanachspaceand PisclosedconeinX. Forx,y e X, thepartialorder
relation < with respected to cone Pis defined by x <y ify —x € P. The topology and ordering
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on X are compatible in the sense that x|
Foru, v, e X, withu, <v_, define ords
The following Lemma [7] 1s used in
solutions of BVP (1.1).

Lemma 1.1 [7] : Let X' be an ordered Ba
A [ug, v,] — [u, v,] is an operator. Ass|
(a) A 1s nondecreasing operator;
(D u, < Au, Av,<v,;
“(c) A is continous;

(d) A ([u, v,]) is pre-compact in X.

h =y, x, —>x* y — ¥ n— oo then x* < y*,
pr interval [u, v]={x e E:u, <x<v}.

lheorem 3.1 to show the existence of extremal

hach space induced by P. Foru,, v, € X, assume

hime that the following hold:

Then A has maximal fixed point x* and rinimal fixed point x, in X. Furthermore,

the sequence {u,} and {v,;} which is de

Un = Alp 1,V = AU
U S U S S U, S
Uy — T, and vy, -

satisty,

2. Maximum Principles

In this section, two lemmas on maj
{,23 . N-1}J={012 3 .. N
andE = {u e E: u(0)=0=uw(N)}. The
15 closed and convex Banach space. Now

Alu(t —2) — MA%u(t — 1) = h(t),t
#(0) =0, u(N) = 0;
u(—1)+u(l)=0, u(N - 1)+ u(N +

put —v(t) = A%u(t — 1) — Mu(t), then
Therefore (2.1) reduces to

—A%y(t — 1) = h(t),t € I; }
v(0) =0, v(N) =0,

and
Ayt — 1) — Mu(t) = —v(t),t € I; }
u(0) =0, w(N) =0,

The solution of (2.2) is given by v(t) = J
function for the BVP —A%v(t—1) = 0;4

which is given by

ned by

L =1,2,3,..
Sy £ .Sy £,
> £* as n -+ 00.

fimum principles are presented. Suppose that T=
E is the set of real valued functions defined on J

space E with the norm [[x|| = max_ [x(t)], x € E,
r consider the BVP
el
1) =0.} 2.1)
v(0) = 0 = u(N).
(2.2)
(2.3) o

Fa N —
et G (t, )h(s), where G (1, s) is the Green’s
(0) = 0, w(N) =0,
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tV=9) 4 < g
G(f},b’) - { E} Nl\it ’ P
—(-ﬁ*'), s<t.

The Green’s function G satisfy the property [9] :

N-1 NZ
sup Y |G(t,8)| < —-
teJ ; 8 2.4)

The Green’s function G (1, s) of BVP

A?u(t —~ 1) — Mu(t) = 0,t € I; }
w{0) =0, u(N) =0,

is given by |
(4=2) (-2 Y)

G(t,s) = A=A (A ) t<s
A= el
(Al“AQ)(A{V)-Ag) ) <t

= (M+2)++/M(M+4) and Ay = (M4 2)—/M(M+4)

2 V' -

2

where A

Here A1 and A are the characterstic roots of
Au(t — 1) — Mu(t) = 0.
Therefore the solution of equation (2.3) is

ult) = — iGl(t, s)v(s).

Forv € E, define an operator T: E — Eas

(Te)(t) = — Z_ Gi(t, s)v(s).
s=1 (2.5)

Now we prove the following lemma.
Lemma 2.1 : A mapping T defined by (2.5) is linear and continuous.

Proof : It is obvious to see that T is linear. For continuity of T, it is sufficient to prove that
for € > 0 thereis & > 0 such that ||h]| < 6 implies ||Th|| < €. We have

- Z_- Gh(t,s) (i G’(s,'u)h(s))

N-1 N2
< ||h]|s Gi(t,s)|—
< lIllsup 310190

|ITR|| = sup
teJ

N3
< Kbl
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N
where K = (Tf—_)\z)?)\i"——)\g) Thus for any € > 0 choose § < K%@S which serves the

purpose. o

Now, it is followed by two lemmas for thaximum principle.
Lemma 2.2 : Assume that M > 0, v e E|such that

=A%t — 1)+ Mo(t) > 0; t €I, »(0)> 0, v(N) >0, | (2.6)
thenv(t)>0forallt e J.
Proof : Let ™ = mi”teJ’U(t)-Assume ml< 0, then there exists some t] e I'such that
m = v(t;) < 0and Av(ty) = v(t+1)—1(t) > 0. (2.7

From (2.6), A'L_’(t) — Av(t~1) < Mo(t). por any integers r), r, with r, <r,, we have

Av(ry) — Av(r; — 1) < Zsz(t).
t=r (2.8)

Let tg = inf {t: 0“< t=<t, v =0} Itisclear that v (t ) <0, v(t) <0 for t,<t<t and Av(z,
—1)=w(,) —v(t,—~ 1) <0. From (2.8), we have
Av(ty) < 3t Mu(t) + Av(ty — 1) <D,

which contradicts to (2.7). Hence v (t) > @ for all t € J. For M = 0 the following corollary
holds. ) =

[E]

Corollary 2.1: If AWt = 1) <0, v(0) > 0, v(N) > Ofort e T, then () > 0 fort e J.

Lemma 2.3 : Assume that M > 0, u € E such that
A'u(t —2) — MAZu(t—1) > 0,|te T;

u(0) =0, w(N) > 0; |

u(—1)+u(1) <0, w(N—-1)+u(N+1)<0,

then @(t) < B(£), t € J,A2a(t —1) > A?B(t — 1), t€ I.

Proof : Put v(t) = —A%u(t — 1), then A%w(t + 1) =—Au(t - 2).

Moreover, v({}) = 0 and W(N) > 0. By the pse of Lemma 2.2, we get v(t} > O for t € J, so ’
A*u(t— 1) <0, 1(0) > 0, u(N) > 0, therefqre by Corollary 2.1, we have u(t) > 0 fort < J.

This completes the proof. |

3. Existence Theorem

Suppose f: ] x R x R — R. First we give flefinitions of lower and upper solutions for the
boundary value problem (1.1).
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Definition 3.%: Let o, p € E. We say that o« 1s a lower solution of (1.1) if

Ata(t — 2) < f(t, aft), A%a(t — 1));
a(0) <0, a(N) <0;
a-D)+a(l) <0, a(N—-1)+a(N+1)<0.
Similarly, B is an upper solution of (1.1) 1f
A'B(t —2) > f(t,B(t), A28(t - 1));
B(0) >0, B(N) > ¢
B(-1)+B(1) 20, B(N -1 + BN +1) > 0.

DefineP={u e E :u(t)20,te Jand A’u(t - 1) <0 fort € I}, then Pisaconc in E . For
x, ¥ € E, define partial order relation < with respectto Pby x <y ify-x e P.Ifx, y
E,x <y, then the set [x, y] = {# € E, : x <% <y} is an order interval in E, which may

also be written as
Kyl={ue E :x() Su(t) <y(), t € Jand Ax(t — 1) = A%u(t— 1) > A?y(t— 1)}.
Theorem 3.1 : Assume that
(H,) There exists lower solution « (t) and upper solution B (t) of (1.1) such that
aft) < B(t), te J, A%t — 1) > A28t — 1), tel.
(H) Ifu, u, € E, witha (t) S u,(t) <u,(t) < B (t), then
S w0, W)~ ft, u ), v(t) =0, forany v € E.

(H,) There is a constant M > () such that

S ul), v, @) = Kb, u(@), v,(0) < M(v, - v),
forany u, v, v, satisfying o () Su(t) <B (t), t € J and
A?Bt—~1)<v < < A%a(t—1)>,t € L.

(H,) fis completely continuous mapping.

Then there exists two monotone sequences {a, } and {p } with ag= o, o= P satisfying

LN S S <H< S,

which respectively converges to extremal solutions a* and B* of (1.1) in [a(t), B ()] such
that

a(t) < a’(f) < (1) < B), te,
Ala(t—1) > APa*(t—1) > A%8*(t — 1) > A*B(t— 1),t € I.

Proof : Forany u € E , let
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Fu(t) = f(t,u(t), A%ut —- 1)) — MA* it — 1), t €1,

where M > 0 is constant satisfying (H,). Then F : E, — E is a continuous operator.

The existence problem (1.1) can be writtgn as

Atuft - 2) — MA%u(t — 1) = (Fu)(t),

u(0) =0, u(N) =0;

t €I,

u(—1) +u(1) =0, w(N —1)+u(N+1)=0.

For any h € E, consider the BVP as follo

S

Alq(t —2) = MA*q(t - 1) =h{t),t € I,

q(0) =0, q(N)=0;

g(-1) +4(1) =0, ¢g(N—1)+g(N +1

} = 0.

Then the solution q of (3.3) exists. Defing an operator T: E— E as

Th(t) = q(z).

By Lemma 2..1, Tis linear and continuous. Let

{t) = (Ay
Then A : E, — E, and thus from (3.1) to {
into the existence for the fixed points of
assumptions in Lemma 1.1. It is obvious
and (d) of Lemma 1.1. Now consider the

[ao,ﬁ()]:{uEE:

)E) = (ToF)u] (t), t € J.

(3.1)

(3:2)

(3.3

(34

(3.5)

3.5), the existence problem for (1.1) is changed
pperator A. Now we shall show that A satisfies

From (H4) and continuity of T that A satisfies (c)

interval

ap < up < o}, g < o,

o, () = c (t) and B(t) = B(t) are lower and upper solutions of (1.1) respectively. Now, for

x and y in [a, B,] with x <y, define
2:(t) = [(ToF)z] (t), 2(t) 5

Then we have from (3.1) to (3.3), (H,) ax

Atz(t —2) -
z(0) = 0 =z(N), 2(-1) +

Lemma 2.3 implies that, z(t) > 0, t € J ar
Ax < Ay, so A is nondecreasing operator.
B =APp-10n=1,23, ., 0,=a,B,=
Mgy (t—2) — MAZaq(t — 1) = f(t, ag
a1(0) =0, o

ay(—=1) + a1 (1) =0, a1 N

Since o, is the lower solution of (1.1), wi

id (H,),

MA%(t—1) >0,
2(1)=0=2(N —-1)+2(N+1).

dA?z{t—1)<0,t e . Thus

F [(ToF)y] (2), 2(t) = 2(t) — Z(t)-

Define sequences {o } and {B } by o =Aop-1,

{t), A%ap(t — 1)) — MA%aq(t — 1);
(N)=0;

e have

6

. Now o, = Aa.,, therefore o, &, satisfies

} (3.6)
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ap(0) <0, ap(N) < 0;
0!0(—1) + (1'0(1) < D, Ofg(N— ].) + ClO(N + 1) S 0.

Put z (t) = o (t) — a(t), therefore from (3.6) and (3.7), we obtain

Alag(t — 2) — MA2ag(t — 1) < F(¢, anlt), A2ap(t — 1)) — MA%ap(t — 1); }
(3.7)

Az (t —2) — MA%z(t—1) > 0
21(0) > 0, z(N) = 0;
(1) +2(1) <0, n1(N—-1)+2(N+1) <0.
Thus Lemma2.3 implies z (1) > 0 and A’z (t— 1) <0,1.e. o () < o (D and A, (t—1) <A%ar,
(t — 1). This shows that o, < Ao, Similarly, we can obtain AP, < B,- Now B, = AP,

implies
NGy (t —2) — MAPBi(t — 1) = f(t,Bo(t), A%Bolt — 1)) — MA?Go(t — 1);
£1(0) =0, Bu(N) = 0;
GBi(-1)+5:(1) =0, (N —-1)+ (N +1)=0. (3.8)
Put w(t) = B,(t) — ,(t), from (3.6), (3.8), (H,) and (H,), we obtain
Aly(t —2) - MA?w(t—1) > 0.
Moreover, w(0) > O,w(N) = 0; w(-1) + w{l) <0, w(N—- 1)+ wN+ 1) £0.
By Lemma 2.3, w(t) > 0 and A’w(t — 1) <0 which implies that ol <P1. Thus o (t) <ot (1)

<. Saty<.. < B <. <B,(D) <P, 0. By Lemma 1.1, A has maximal fixed point
B*(t) and minimal fixed point a*(t). This complete the proof.

4, Example

Consider a BVP
Ntu(t - 2) = u?(t) - R +sin?(3), te T
w{0) = 0, u(N) =0
w—-D+u(l)=0,u(N—-1)+u(N+1)=0. 4.1

We have,

Ft,ult), A%u(t — 1)) = u?(t) — (G Gl ) SR (";) .

8sint(3%)

Let aft) =0, B(t) = sin(F)- 1t is obvious that o(t) is a lower solution of (4.1). We have

A2B(t—1)) = —dsin (%t) sin? (%) .

A'B(t—2)) = 16sin’ (2}) sin (’;)
f(taﬁ(t):Agﬁ(t - 1)) = 0.
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Therefore we have
AL —2)
p(0) =0,
B(—1)+p(1) =0,

Hence $(t) is an upper solution of (4.1).
Alaft— 1)

Thus (H,) holds. Moreover forany v € H

£t w(t), v(t)) = w*(¢]

Foranyu,u, e Ewitha ({)<u () <u,

u% S u% = f(t,’U,z(t),

Thus (H,) holds. Lastly, for any », v, v,

. nt 7\
< < sin| — —dsin | —
O_U(t),_ sin (N) and | Sin (N)

we have
f(t1u7ru2) —f(i
. 1 0
where sin? 35 " Thus (H,) al

has external solutions in [a(t), B(t)].
Acknowledgément

Project supported by University Gra
1006/2009(WRO). Dated 22 September,

References

[11  A.R. Aftabizadeh, Existence and y

value problems, J. Math. Anal. Apy

12]
Duft. integ. Equns., 2 (1989) 91-114

[3] C. De Coster, C. Fabry , F. Munyar
nonlinear boundary value problen

740.

£, B, A2B(t - 1))

B(N) =0;
BIN-1)+BN+1)=0.
Moreover, a(t) < (t) fort € J and

A2B(t—1)), te I

v3(t) o [ mt
T ES) + sin? (—ﬁ) :
(D) <B),

v(t)) — F{t,w(t), v(t)) = 0.

satisfying

in? i)< <o <
sin (2N <y <y <,

y Uy 'UI) < M(UZ - 'Ul):

so holds. Hence by Theorem 3.1, the BVP (4.1)

ints Commission, New Delhi. File No.47-
2009.

iniqueness theorems for fourth-order boundary
1., 116(1986) 415-426.

R.Agarwal, On fourth-order boundary value problems arising in beam analysis,

).

harere, Nonresonance condition for fourthorder
ns, Internet. J.Math.Math. Sci.,17(1994) 725-




i

=

%

Existence of Extremal Solations for Functional Difference Equation

[4]

(6]

[7)

(8]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

M. A.Del pino , R. F. Manasevich, Existance for fourth-order boundary value
problem under a two parameter nonresonce condition, Proc. Amer. Math.Soc.,
112(1991) 81-86.

L. H. Erbe, Z. C. Wong, L. T. L1, Boundary value problems for second order mixed
type functional differential equation in boundary value problems for functional
differential equations, World Scientific, Singapur, 1995.

L. H. Erbe , Q. K. Kong, Boundary value problem for singular second order
functional differential equation, J.Comput. Appl. Math., 53(1994) 377-388.

D. J. Guo , Lakshmikantham, Nonlinear problem in Abstract Cones, Academic
Press INC., San Diego, 1998. ‘

C.P Gupta, Existence and uniqueness theorem for bending of an elastic beam
equation, App. Anal., 26(1988) 289-359.

W. G. Kelley, A. C. Peterson, Difference Equations, An introduction with
Application, Acadamic Press, 2006.

J. W. Lee, D.:O’Reagan, Existence result for differential delay equations I, J. Diff.
Eqgs., 102(1993) 342-359.

J.W.Lee, D. O’Reagan, Existence result for differential delay equations I1; Nonlinear
Analysis, 17(1991) 683-702.

R.Y. Ma, J. H. Zhang, M. Fu, The method of lower and upper solutions for fourth-
order two point boundary value problems, J. Math. Anal. Appl., 215(1997) 415-
422,

S. K. Ntouyas, Y. G. Sficas , P. CH. Tsamatos, An existence principle for boundary
value problems for second order functional differential equations, Nonlinear
Analysis, 29(1993) 215-222.

P. X. Weng, Boundary value problems for second order mixed type functional
differential equations, Appl. Math. J. China Uni., 12B(2)(1997) 155-164.

P. X. Weng , D. Q. Jiang, Multiple positive solutions for boundary value problem
of second order singular functional differential equations, Acta Mathematicae
Applicatae Sinica, 23(1)(2001) 99-107.

Y. Yang, Fourth-order two point boundary value problem, Proc. Amer. Math. Soc.,
104(1988) 175-180.



	Page 3
	Page 4
	Page 5
	Page 6
	Page 7
	Page 8
	Page 9
	Page 10
	Page 11

